
Knowledge-aware Multimodal Dialogue Systems
Lizi Liao1, Yunshan Ma1, Xiangnan He1, Richang Hong2, Tat-Seng Chua1

1National University of Singapore, 2Hefei University of Technology
{liaolizi.llz, mysbupt, xiangnanhe, hongrc.hfut}@gmail.com, chuats@comp.nus.edu.sg

ABSTRACT
By offering a natural way for information seeking, multimodal dia-
logue systems are attracting increasing attention in several domains
such as retail, travel etc. However, most existing dialogue systems
are limited to textual modality, which cannot be easily extended
to capture the rich semantics in visual modality such as product
images. For example, in fashion domain, the visual appearance of
clothes and matching styles play a crucial role in understanding
the user’s intention. Without considering these, the dialogue agent
may fail to generate desirable responses for users.

In this paper, we present a Knowledge-aware Multimodal Dia-
logue (KMD) model to address the limitation of text-based dialogue
systems. It gives special consideration to the semantics and domain
knowledge revealed in visual content, and is featured with three key
components. First, we build a taxonomy-based learning module to
capture the fine-grained semantics in images (e.g., the category and
attributes of a product). Second, we propose an end-to-end neural
conversational model to generate responses based on the conver-
sation history, visual semantics, and domain knowledge. Lastly,
to avoid inconsistent dialogues, we adopt a deep reinforcement
learning method which accounts for future rewards to optimize
the neural conversational model. We perform extensive evaluation
on a multi-turn task-oriented dialogue dataset in fashion domain.
Experiment results show that our method significantly outperforms
state-of-the-art methods, demonstrating the efficacy of modeling
visual modality and domain knowledge for dialogue systems.
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1 INTRODUCTION
The design of intelligent assistants that can interact directly with
human ranks high on the agenda of current AI research. Recently,
we have seen some truly remarkable conversational agents on the
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Hi

Hi, what can I do for you?

Show3some similar3dresses in3blue3color.

Found3some3blue3dresses3like3these.

Yes,3it3is3a3good3match.

I like the 2nd3one,3will3it3go3well3with3silver3stilettos?

Figure 1: An example of knowledge-aware multimodal dia-
logue for fashion retail. The agent manages to understand
the semantics of product image and modify attributes dur-
ing back-end retrieval, offer matching suggestions for the
user, and generate responses with different modalities.

market (e.g. Apple Siri, Microsoft Cortana, and Google Allo). How-
ever, most of these agents only focus on textual (or voice) modality,
performing simple tasks and answering factual questions [10]. As
evidenced by the increasing demand for multimodal conversational
agents in domains like e-commerce retail, travel, and entertainment
etc., there exists an urgent need for a more natural and informative
way to satisfy user’s information need [31]. For example, when a
user searches for a dress in a particular style or chooses tourist
attractions to visit, an effective multimodal dialogue agent would
serve them in a more intuitive and interactive manner as shown
in Figure 1. Moreover, the expressive visual modality enables vi-
brant UI design and alleviates difficulties faced by text response
generation such as the ability to describe certain visual attributes
of fashion products.

Although multimodal conversational agents show various ad-
vantages in helping users, it is non-trivial to make it really “smart”
in generating substantive answers. First, as the fashion domain
example illustrated in Figure 1, in order to properly respond to the
user’s request about similar dresses in blue color, the agent needs
to correctly understand the visual semantics of the product image
in the first place. Second, when forming queries for product re-
trieval in the back-end, it should be able to make accurate attribute
modifications (e.g., changing from red color to blue). Lastly, to an-
swer user’s question about whether the blue skater dress matches
with the silver stilettos, the agent should have the capability of
leveraging fashion style tips. Similar multimodal scenario can be
formulated for other domains such as travel and entertainment.
Therefore, we believe that an essential requirement for building
intelligent multimodal agents is to capture the semantics in visual
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modality and the underlying domain knowledge. This is especially
relevant to specific domains like fashion and travel, where many
domain knowledge are multimodal in nature, varying from visual
semantics about what does a Gothic architecture look like, to style
tips about whether black gown matches with pearl necklace, or
what kind of outfit is better suited for which social occasions.

Indeed, there have been several efforts in incorporating domain
knowledge into dialogue systems and demonstrated promising re-
sults. For example, [15] proposed a rule-based method by filling
the response templates with entries from an extracted knowledge
base. [12] augmented conversation history with relevant unstruc-
tured facts such as Foursquare tips mined from online reviews.
[52] built a music domain specific knowledge base to facilitate
substantive conversations. However, the above-mentioned efforts
on knowledge-aware dialogue systems are all limited to textual
modality. The use of visually-aware knowledge, such as the seman-
tics in product or travel images and matching style tips, has not
been considered in current dialogue systems. How to leverage such
multimodal knowledge to generate better responses in dialogue
systems is a challenging yet untapped problem.

In this paper, we propose a knowledge-aware multimodal dia-
logue model (KMD) as shown in Figure 2 and apply it to the fashion
domain. Firstly, to enable the agent to understand fine-grained se-
mantics in product images, we develop a taxonomy-based visual
semantic learning module to represent the product in a continuous
vector space. Secondly, we embed fashion style tips into the same
space and store in a memory network [41]. When generating re-
sponses, the agent employs an attention mechanism to adaptively
attend to the domain knowledge and decide which knowledge en-
try is useful. The key idea is that the agent conditions answers
based not only on conversation history, but also on the extracted
knowledge that are relevant to the current context. For model-
ing the conversation procedure, we employ the state-of-the-art
hierarchical recurrent encoder-decoder (HRED) model [32] as the
backbone network. Thirdly, to avoid inconsistent dialogues and
error accumulation problems, we apply deep reinforcement learn-
ing to model future rewards that characterize good conversations.
During training, the agent learns a policy, the parameters of HRED,
by optimizing the long-term rewards from dialogues using policy
gradient methods.

To sum up, the main contributions of this work are as follows:
• Starting from HRED, we propose to further understand fine-
grained visual semantics and leverage domain knowledge to
enable the agent to generate more substantive responses.
• We integrate the strength of deep reinforcement learning in
optimizing for better rewards with the power of hierarchical
seq2seq models in modeling sequential utterances.
• We conduct extensive experiments to evaluate the proposed
framework in various evaluation metrics and show superior
performance over state-of-the-art methods.

2 RELATEDWORK
2.1 Multimodal Dialogue Systems

2.1.1 Dialogue systems. Human-computer conversation has at-
tracted increasing attention owning to its promising potentials and
alluring commercial values [7]. According to the applications, it can

be roughly categorized into two groups: task-oriented systems and
non-task-oriented systems. Also known as chat bots, the non-task-
oriented systems converse with human typically on open domains
to provide reasonable responses and entertainment. In this paper,
we focus on the task-oriented systems which aim to assist users to
complete certain tasks such as finding products.

The widely applied approaches for task-oriented systems treat
the procedure of generating dialogue responses as a pipeline [17, 28,
46]. It first encodes human utterances as an internal dialogue state,
then takes some actions according to the policy with respect to the
state, and finally transforms the action to form a natural language
response. However, such methods suffer from the credit assignment
problem since errors from upstream modules can propagate to the
rest of the pipeline. Also, the interdependence among processes
within these pipeline methods makes online adaptation of certain
components challenging. More importantly, the heavy reliance
on annotated training data hinders its usage to domains such as
fashion or travel which usually involve large volume of data and
great information diversity. Thus, it is limited primarily to simple
tasks such as querying bus routine, booking movie or flight ticket,
and finding restaurants.

Recently, with the development of big data and deep learning
techniques, there emerge attempts to build end-to-end task-oriented
dialogue systems [42, 51], which can expand the state space rep-
resentation in the traditional pipeline systems and generate novel
utterances with more flexible syntactical structures. Among the
first works of end-to-end dialogue systems, [33] extended their
HRED model to the dialogue domain. [5, 40] treated a dialog sys-
tem as a mapping problem between the dialogue history and the
system response. They learned this mapping via novel variants of
the encoder-decoder model. [51] differed from them by learning a
strategic plan using reinforcement learning and jointly optimizing
state tracking. [10, 19] trained the end-to-end system as a task com-
pletion neural dialogue system with user simulations. However, all
these efforts are restricted to textual modality.

2.1.2 Multimodal Dialogue. With great advances in understand-
ing the informative visual modality, multimodal conversational
agents are gaining importance. Most recently, the authors of [31]
contributed a Multimodal Dialogues (MMD) benchmark dataset in
fashion domain. It consists of over 150K conversation sessions and
contains domain knowledge curation. The authors extended the
HRED model by simply concatenating visual features with text rep-
resentations. Although 350K fine-grained style tips as well as many
fashion attributes and synsets were provided as shown in Table 1,
the authors did not leverage such knowledge in conversation mod-
eling. Our work will take a step forward to build knowledge-aware
multimodal dialogue systems.

Another body of work relevant to ours would be the Vision-to-
Language problems such as image captioning and visual question
answering (VQA). Much recent progress in such problems has been
achieved through a combination of Convolutional Neural Networks
(CNN) and recurrent neural networks [44]. In image captioning, cur-
rent state-of-the-art methods follow the general framework where
a CNN is used as an image ‘encoder’ to produce image represen-
tation, which is then fed into the ‘decoder’ LSTM to generate a
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Figure 2: The knowledge-awaremultimodal dialogue framework (KMD). Two turns of conversations are illustrated. The agent
leverages taxonomy-based visual semantic model to understand user utterances in different forms. It generates various forms
of responses enriched with extracted domain knowledge. Deep reinforcement learning measures the goodness of a response
through a reinforcement signal and optimizes the long-term rewards that characterize a good conversation.

caption (without attention mechanism [39] or with attention mech-
anism [23, 45]). In VQA, similar frameworks have been adopted and
promising results have been achieved. However, as pointed out in
[13, 50], there exist strong language priors which lead to good su-
perficial performance of these models without truly understanding
the visual content. Therefore, in our work, a taxonomy-based visual
semantic model is built to explicitly represent fashion concepts.

While VQA [2] involved a single question and response, the
work of visual dialog [8, 27] handled a sequence of QA pairs with
a single image forming a dialogue. [9] introduced a two-player
guessing game to collect a large-scale dataset and proposed end-
to-end optimization of goal-driven and visually grounded dialogue
systems in [36]. However, as pointed out in [27, 31], the problem
setting for these works actually belongs to image-grounded QA
rather than multimodal dialogues. For example, most of these works
focus on reasoning from a single image and the responses are always
textual. In natural conversations among humans, there could be
multiple images providing context and the context images could
change across turns during the course of the conversation. Also, the
system should be able to retrieve and organize images as responses,
which encourages the computer to play its strength in processing
speed and storage.

2.2 Incorporation of Knowledge
As illustrated in Figure 1, domain knowledge is essential for dia-
logue systems to generate reasonable and substantive responses.
There have been several efforts incorporating domain knowledge
into dialogue systems and shown promising results [12, 15, 52]. The
knowledge can either be from external knowledge bases such as
WordNet[25], DBPedia[3] or NELL[26], or from unstructured facts
mined from online resources.

Based on the way of incorporating knowledge, existing studies
can be categorized into different types. One type of work leverages
symbolic features derived from knowledge bases (KBs) [29]. This is

not ideal as the symbolic features have poor generalization ability.
Moreover, such systems query outside knowledge base (KB) by is-
suing a symbolic query to retrieve entries [10, 19] and the retrieval
operation is non-differentiable. Another type of work learns dis-
tributed representations of structured knowledge from large KBs
[6, 14, 47] and has been widely applied to generative QA and di-
alogue systems. For example, inspired by the key-value memory
networks [24], the authors in [11] augmented existing recurrent net-
work architectures with a differentiable attention-based key-value
retrieval mechanism. Moreover, [10] replaced symbolic queries
with an induced “soft” posterior distribution over the knowledge
base which indicates the user’s interests. [1] generated knowledge-
related words by copying from the description of the predicted fact
while [12] took unstructured text as external knowledge to enhance
the traditional chit-chat dialogue systems. However, these studies
are largely restricted to textual knowledge. In our work, we not
only incorporate taxonomy-based structured knowledge into visual
semantic understanding, but also enrich the dialogue context with
extracted multimodal knowledge.

3 METHOD
Figure 2 illustrates our knowledge-aware multimodal dialogue
(KMD) method. There are three major components. (1) In each turn,
given a multimodal utterance, the agent attempts to understand
the semantics inherent in product images via a taxonomy-based
learning model which captures the category and attributes of prod-
uct. (2) Besides modeling utterances using the HRED network, the
agent employs an attention mechanism over the extracted domain
knowledge and decides which knowledge is relevant to the current
context. The agent thus generates responses based on the conversa-
tion history and relevant knowledge stored in a memory network.
(3) Based on the extended HRED backbone network, we apply deep
reinforcement learning that accounts for future awards to optimize
the neural conversational model using policy gradient methods.



Table 1: Domain Specific Knowledge Base Statistics.
Knowledge Base Statistics Examples

#Fashion Synsets 716 shirt, trouser, tuxedo, loafer, stilletoes, sun-
glasses, handbag, hat

#Coarse-grained StyleTips 8871 shirt & trouser, tshirt & sneakers, tuxedo &
cufflinks, suit & formal shoes, kurta & jeans

#Fine-grained StyleTips 350K white shirt & black trousers, light tshirt &
dark jacket, black gown & pearl necklace

Formally, at turn t , given the user utterances u1,u2, · · · ,ut and
previous agent responses û1, û2, · · · , ût−1, the agent needs to gen-
erate a response ût . Each utterance (u or û) can be of different
modalities. For example, there might be products mentioned by
either user or agent during the conversation, and these products
are usually described as images. An utterance may contain multiple
product images. To introduce the domain knowledge, we present
the basic statistics in Table 1 and provide a detailed example of the
query in Example 1.

Example 1. User: I like the 2nd one, will it go well with silver
stilettos?

The relevant style tips would be G = {д1,д2,д3, · · · } where
д1 = {blue skater dress,match with, silver stilettos}
д2 = {blue,match with, silver }
д3 = {skater dress,match with, stilettos}

Note that products such as blue skater dress in style tips and
the silver stilettos might not co-occur in the whole training corpus.
Therefore, it would be rather hard for the agent to generate proper
response without leveraging these external knowledge.

3.1 Taxonomy-based Visual Semantic Learning
In multimodal dialogue systems, the correct understanding of se-
mantics of product images is essential for generating appropriate
responses. To achieve this, we may directly apply the well-trained
convolutional neural networks to extract image features. However,
such generic approach is unable to capture the rich domain knowl-
edge in specific domain [49]. In the fashion domain, the agent
should have a clue about human perception of product organiza-
tion and product similarity. For instance, a T-shirt belongs to the
up_cloth category but not the bottom_cloth; and thus it does not
have details such as rise or fry. Also, details such as sleeve length
and color can be decided independent of each other.

Therefore, we build an Exclusive&Independent tree (EI tree)
structure which organizes the semantic concepts from general to
specific, where exclusive and independent relationships are inte-
grated among siblings. For example, sibling concepts involving
product categories usually share exclusive relationship, while sib-
ling concepts involving attributes are often characterized by in-
dependent relationships. We crawled product hierarchies from 40
e-commerce sites such as amazon.com and applied the Bayesian
Decision approach provided in [38] to unify the hierarchies. We
then extracted the exclusive as well as independent relationships
and built the EI tree manually by a fashion expert. Figure 3 shows
part of the resulting fashion EI tree with top level concepts such as
up,bottom, color ,pattern etc.

To learn the visual semantics of product images, we leverage the
taxonomy knowledge enriched EI tree to train an EITree model as
depicted in Figure 4 using the product images and text descriptions
provided in meta-data. The EITree model is trained by mapping

Figure 3: Part of an EI tree taxonomy for fashion concepts.
The green dash lines denote independent relations among
siblings while red solid lines denote exclusive relations.

Figure 4: Taxonomy-based visual semantic model (EITree).

the implicit deep features to explicit fashion concepts via our con-
structed EI tree. Each concept is traced from the root to itself along
the tree and a probability is generated based on the tracing path,
which mimics the general to specific recognition procedure. Intu-
itively, a softmax constraint is put among the exclusive siblings,
forcing the model to choose only one of them; the independent
siblings are decided independently. Formally, suppose c0 → cn is
the semantic path to concept cn , f is the integration of visual and
textual features, andWEI ∈ R

2048×|C | is the EI weight matrix (c0
denotes the root), the probability of concept cn is:

p (cn | c0 → cn , f,WEI ) =

p (c1 | c0, f,WEI ) · p (c2 | c1, f,WEI ) · · ·p (cn | cn−1, f,WEI ),

which can be viewed as a sequence of steps along the path. Note
that there are two kinds of steps in Figure 4: the green dashed line
denotes the independent step lcn−1cn ∈ EI while the brown solid
line denotes the exclusive step lcn−1cn ∈ EE . We keep exclusive
siblings of each node as EScn . Thus, the probability of each step is:

p (cn | cn−1, f,WEI ) =




exp (fT ·WEI ·cn )∑
k∈EScn exp (fT ·WEI ·ck )

lcn−1cn ∈ EE

σ (fT ·WEI · cn ) lcn−1cn ∈ EI



where cn denotes the one hot vector for node cn , and σ (·) denotes
the sigmoid function.

To fulfill the whole training procedure, we compare the outputs
for each leaf concept against the ground truth labels, which resumes
the cross-entropy loss. In order to match the textual and visual
modalities, a bi-directional ranking loss is used as a regularizer.
We apply the Adam optimizer to train this taxonomy-based visual
semantic embedding model and then use it for extracting semantic
representations. For more details about the EITree model, please
refer to [20]. We use the f (as denoted in Figure 4) concatenated
with last layer outputs as the representations for products.

3.2 Incorporation of Domain Knowledge
To model sequential utterances, we resort to the powerful hierarchi-
cal sequence-to-sequence models such as HRED and extend it to our
multimodal scenario. We then embed style tips into vector space
using the features extracted from the EITree model and incorporate
such knowledge into the HRED structure via memory network.

3.2.1 Basic HRED and Extensions. The general procedure for
the original text-based HRED [33] is shown in Figure 5. At the
word level, the encoder RNN maps each utterance to an utterance
vector representation ut , which is the hidden state obtained after
the last token of the utterance has been processed. At the utterance
level, the context RNN keeps track of past utterances by iteratively
processing each utterance vector and generates the hidden state
h ∈ Rd . Each hidden state ht of the context RNN represents a
summary of dialogue up to and including the user utterance in turn
t, which is used to predict the response in turn t. The response
prediction is performed by means of a decoder RNN, which takes
the hidden state of the context RNN and produces a probability
distribution over the tokens in the next response.

In our multimodal dialogue scenarios, the utterance vector ut
is a concatenation of the encoded text representation and the vi-
sual product representation (when available). In producing text
responses, we couple a standard RNN decoder (GRU cells) with an
attention model which learns to attend to different time-steps of
the second level encoder. It has been used successfully for various
natural language generation tasks including text conversation sys-
tems [34]. In generating image responses, we treat it as a ranking
task to rank a given set of images depending on their relevance to
the context. We train the model using a max margin loss. Specifi-
cally, we compute the cosine similarity between the learned image
representation and the encoded multimodal context representation.
The model is then trained to maximize the margin between the
cosine similarity for the correct and incorrect images.

3.2.2 Incorporation of Knowledge via Memory Network. In mod-
eling the conversation, similar to [31], we extended a HRED model
that contains a dialog-RNN sitting on top of a recurrent block. At
each time step t , we regard ht as the summary of the input so
far. However, it might not be sufficient. For instance, if the user
asks for advice about matching tips of gladiator sandals, the match-
ing candidates such as the denim skirts might not co-occur with
it in the conversation context or even the whole training corpus.
Therefore, it would be rather hard for the agent to generate answer
containing denim skirts. To address such problem, a proper way is

user input user input

response response

context hidden state !"!"#$ !"%$

utterance
vector &"

Figure 5: An illustration of text-based HRED backbone.

to incorporate multimodal knowledge via memory networks [41].
As widely used in QA to make inferences based on facts, it uses
an associative memory for modeling the knowledge, then retrieves
and weights the appropriate knowledge based on the input query.
In our case, we need to capture the multimodal knowledge of the
fashion items mentioned in a conversation. Thus, we apply the
trained EITree model to extract multimodal feature representations
for style tips provided in the dataset [31], such as black trousers go
well with white shirts. We obtain average representations for black
trousers and white shirts respectively. We then concatenate such
representations to obtain a knowledge entry gi ∈ R

v similar to [1].
Such entries are stored in the memory network and stay fixed.

We then incorporate these knowledge into encoder state. Note
that gi refers to the vector representation of knowledge i , we have:

mi = Agi (1)
oi = Bgi (2)

αi =
exp (hTt mi )∑M

k=0 exp (h
T
t mk )

(3)

s =
M∑
i=1

αioi (4)

whereM is the total number of knowledge entries.A,B ∈ Rd×v are
the parameters of the memory network. The former one embeds the
knowledge gi into memory representation while the later one trans-
forms it to a corresponding output vector. Then the hidden state of
the decoder RNN is initialized with h′t which is a synthesization of
input sentence and the external facts as below:

h′t = ht + s. (5)

Instead of summing up dialogue encoding and integrated knowl-
edge as in Equation 5, we also experimented with other operations
such as concatenation, but summation seemed to yield the best
results. Similar observations are reported in [12].

3.3 End-to-End Reinforcement Learning
With the HRED backbone and multimodal knowledge incorporated,
the agent manages to take in multimodal utterances and generate
responses turn by turn. However, one of the drawbacks of training
the agent in a supervised learning setup (as in HRED) is that it may
result in inconsistent dialogues and that errors can accumulate over
time. For example, the agent might tend to answer “Sorry could
not find anything similar” due to the high frequency of occurrence
of such responses in the training data, and its compatibility with a



diverse range of conversational contexts. However, this response is
not a good one since it closes down the conversation. Therefore,
we propose to fine-tune the response generation by adapting the
popular REINFORCE [43] algorithm with proper bias correction
using the learned “baseline”. By applying reinforcement learning
method, we can measure the goodness of a response through a
reinforcement signal. Adjustments can be made to increase the
chance of selecting the responses receiving positive reinforcement
and to reduce the chance of responses with negative reinforcement.

Formally, a dialogue can be represented as an alternating se-
quence of utterances {u1, û1,u2, û2, · · · ,ut , ût } generated by the
user and the agent. We view the agent generated utterances as
actions that are taken according to a policy defined by the HRED
backbone network. After taking an action, the agent receives a re-
ward and back-propagates to the HRED model. The parameters of
the network are optimized to maximize the expected future reward.
Following numerous works on applying the encoder-decoder archi-
tectures with RL methods [4, 22, 30], we use the BLEU score as a
reward signal RBLEU to fine-tune the text response network which
is trained with a cross-entropy loss. Since the average number of
words in agents’ text responses is not large (only 14 as shown in
Table 2), we consider up to 4-grams for BLEU. For image responses,
we directly apply the similarity between target image and the pos-
itive/negative images RSIM = sim(I, Ipos ) − sim(I, Ineд ) as the
reward signal. We fine-tune the image response network which is
trained with a max margin loss. For ease of simplicity, we use R
to uniformly denote the RBLEU and RSIM for different response
networks.

Like in imitation learning, we have a training set of optimal
sequences of actions. During training we choose actions according
to the current policy and observe rewards by comparing the actions
from the current policy against the optimal actions. The goal is to
find the parameters of the agent that maximize the expected reward.
Thus, we define our loss as the negative expected reward:

Lθ = −E[R (ût ,C )], (6)

where C = [u1, û1,u2, û2, · · · ,ut ] denotes the previous context
utterances. In our experiment, we choose up to five previous ut-
terances of ût . The gradient is estimated using the likelihood ratio
trick as below:

▽Lθ = −R (ût ,C ) ▽ loд pRL (ût |C ), (7)

where pRL (ût |C ) is the probability of generating ût under C by RL.
We update the parameters in the HRED networks using stochastic
gradient descent. A baseline strategy is employed to decrease the
learning variance, similar to [30]. Thus, the updated gradient is

▽Lθ = − ▽ loд pRL (ût |C ) [R (ût ,C ) − R̄], (8)

where R̄ is the reward for a baseline method. The model either
encourages a utterance choice ût if R (ût ,C ) > R̄, or discourages
it if R (ût ,C ) < R̄. In our implementation, for the text response
task, the baseline is estimated by a linear regressor which takes
as input the hidden states of HRED. The regressor is an unbiased
estimator of future rewards since it only uses past information.
For the image response task, similar to [18, 48], we leverage an
additional neural model that takes as inputs the generated target
and the initial source and outputs a baseline value.

4 EXPERIMENTS
In this section, the experiments are carried out to answer the fol-
lowing research questions:

RQ1 Can our KMD model help the agents to make good use
of multimodal knowledge and generate better responses?

RQ2 What are the effects of incorporating different knowledge
components in the proposed KMD method?

RQ3 Will deep reinforcement learning help to improve the
performance of our multimodal dialogue systems?

4.1 Experimental Setups
4.1.1 Datasets. Arguably the greatest bottleneck for statistical

approaches to dialogue system development is the collection of
appropriate training dataset, and this is especially true for task-
oriented dialogue systems [40]. Fortunately, [31] contributed a
dataset consisting of over 150K conversation sessions between shop-
pers and sales agents. The dialogues seamlessly incorporate mul-
timodal data in utterances and also demonstrate domain-specific
knowledge during the series of interactions. Detailed information
about these dialogues are listed in Table 2. We carried out experi-
ments on this dataset as provided in [31]. Part of an example dia-
logue session is shown in Figure 6. We train our method to generate
responses as the agent in Figure 6.

Table 2: Multimodal Dialogue Dataset Statistics.
Dataset Statistics Train Valid Test

#Dialogues (chat sessions) 105,439 22,595 22,595
Proportion in terms of dialogues 70% 15% 15%
Avg. #Utterances per dialogue 40 40 40
#Utterances with shopper’s questions 2M 446K 445K
#Utterances with image response 904K 194K 193K
#Utterances with text response 1.54M 331K 330K
Avg. #Positive images in image response 4 4 4
Avg. #Negative images in image response 4 4 4
Avg. #Words in shopper’s Question 12 12 12
Avg. #Words in text Response 14 14 14

USER: Good%Morning
AGENT: Hello, anything%I can%help%you%with%today?
USER : I%need%to% look%at%some%of%your%best%light%coloured%trackwear%for%myself.
AGENT: Of%course.%Showing%you,% just%a%minute.

See%the%1st%one,%look%stylish%even%when%out%for%jogging.
USER :What%is%the%length%in%the%1st%and%2nd%images?
AGENT: The%length%of%the%trackpants%is%full%length%in%the%1st%and%2nd%image.

Figure 6: Example of a partial dialogue session.

4.1.2 Comparing Methods. To evaluate the effectiveness of the
proposed knowledge-aware multimodal dialogue framework, we
compare it with the following three representative solutions. a)
HRED (text-only) [32] adopts the hierarchical recurrent encoder-
decoder network to minimize a single objective function in an
end-to-end fashion with minimum reliance on hand-crafted fea-
tures. b) MemNN [5] constructs an end-to-end dialogue system
based on Memory Networks that can store historical dialogues and
short-term context to reason about the required response. To cap-
ture visual information, it concatenates visual features with text



Table 3: Performance of the different models on text response generation and image response generation (RQ1).

Method
Text Response Image Response (k = 5)

BLEU Diversity (unigram) R@1 R@2 R@3

HRED (text-only) 0.3174 0.00369 0.4323 0.6217 0.7486
MemNN 0.5013 0.00435 0.7800 0.8372 0.9091
MHRED 0.5195 0.00426 0.7980 0.8859 0.9345
KMD 0.6731 0.00534 0.9198 0.9552 0.9755

features. c)MHRED (short for multimodal HRED) [31] extends the
basic HRED with both textual and visual modalities. We adopt the
version of MHRED with attention mechanism. Note that it can be
seen as our KMD model without the three major components as
described in Section 3. For all these baselines, we apply the 4096
dimensional representation provided in [31] which is obtained from
the FC6 layer of a VGGNet-16, while all of our methods use the fea-
tures extracted via the taxonomy-based visual semantic embedding
model (tagged as +TK). In order to analyze the effect of incorpo-
rating the major components, we also compare the performance of
three variants of our model as follows: d)MHRED+TKwhich only
incorporates taxonomy knowledge, e) MHRED+TK+EK which
additionally handles extracted external knowledge such as style
tips, and f)MHRED+TK+RL which optimizes rewards that char-
acterize good conversations.

4.1.3 Training Setups. For the first stage of training, we built
on prior work of predicting a generated target utterance given the
dialogue history using the knowledge enriched multimodal HRED
model in a supervised fashion. We trained the knowledge enriched
multimodal HRED model on the training dataset. Each response
turn in the dataset was treated as a target and the concatenation of
five previous utterances were treated as context. We used the Adam
optimizer with the learning rate initialized to 0.001 and decayed
under default settings. The batch size was set to 64.

For the second stage of training, following the popular strategy
in RL training as in [18, 30, 37, 43], we initialized the policy model
using the knowledge enriched multimodal HRED model trained
during the first stage. This ensures that we start off with a much
better policy than random because the model can now focus on a
relatively good part of the search space.

4.1.4 Evaluation Protocols. For the text response generation, we
use the BLEU scores following [31, 35]. It is based on the idea of
modified n-gram precision, where the higher score denotes better
performance. We also report the lexical diversity scores by calculat-
ing the number of distinct unigrams in generated responses. The
value is scaled by the total number of generated tokens to avoid
favoring long sentences [18]. For image response generation, we
use Recall@top-k as the evaluation metrics where k is varied from
1 to 3, and the model prediction is considered to be correct only if
the true response is among the top-k entries in the ranked list.

4.2 Evaluating the Text Response
Table 3 shows the performance comparisons between different
models on response generation. We first focus our comparison on
the text responses. We report the corresponding scores on BLEU
and unigram diversity. Four sample responses of the MHRED and
the KMD method are provided in Figure 7. Due to space limitation,
we omit the former utterances. The key observations are as follows.

First of all, compared to the pure text-based HRED method, the
other methods working on multimodal information perform signif-
icantly better. It suggests that adding images indeed improves the
response capability of fashion agents and validates the motivation
behind the building of multimodal conversation systems. Intuitively,
fashion domain involves multimodal data by nature. As the sample
responses illustrated in Figure 7, there are rich semantics expressed
via images, and there are many visual traits of fashion items that
are not easily translated into words. For example, it might be hard
to describe the watches by pure text in the last example. Therefore,
building multimodal dialogue systems that can handle both text
and image is a viable way to better assist the customers.

Figure 7: Sample responses generated from the MHRED and
the KMD method (GT stands for ground truth response).

Secondly, the proposed method KMD achieves the best perfor-
mance among all methods. The performance improvements of KMD
over the other methods are significant. For example, in terms of
BLEU score, KMD improves the performance of text response gen-
eration by 25.5% and 22.8% as compared to the multimodal in-
formation enriched MemNN and MHRED, respectively. Note that
the backbone network of KMD is actually the MHRED. Thus, the
superior performance of the proposed method demonstrates the
usefulness of incorporating knowledge. The higher unigram diver-
sity score also indicates that the proposed method generates more
diverse outputs when compared against the other methods. More
detailed analysis will be provided in the ablation study later.

4.3 Evaluating the Image Response
We also compare the results of different models on the image re-
sponse generation task in Table 3, where k refers to the size of
target image set to be ranked by the model (one is correct and the
rest are incorrect).



Clearly, we observe that the proposed KMDmethod outperforms
all the other baselines. Specifically, the text-only HRED performs
the worst which is as expected. This is because only textual informa-
tion is captured in the context hidden state which is then leveraged
to calculate similarities with candidate images for ranking. Many
useful visual information along the conversation is ignored, thus
resulting in poor performance. When such visual information is in-
corporated, we observe a performance jump as in the MemNN and
MHRED methods. Further, when different knowledge components
are integrated into the KMD framework, the best performances
are achieved, which again lends support to the knowledge-aware
design.

One thing to note here is that the candidate set we use is relatively
small. Thus the Recall@top-k scores are rather high. In real life
scenarios where there might be a large number of candidate images
instead of five, we may see a sharp decline in the performance.
To alleviate the effect, we will need to process and organize the
product repository beforehand to generate better candidate list.

Table 4: Performance of ablation study of the KMD frame-
work on text response (RQ2 & RQ3).

Method BLEU Diversity (unigram)

MHRED 0.5195 0.00426
MHRED+TK 0.5729 0.00428
MHRED+TK+EK 0.5988 0.00534
MHRED+TK+RL 0.6368 0.00420
KMD 0.6731 0.00534

4.4 Ablation Study on Major Components
There aremainly threemajor components in the proposed knowledge-
aware multimodal dialogue framework. In order to better under-
stand the contribution of each component, we carried out ablation
study for detailed analysis.

For text response generation, Table 4 shows that all the three
components have positive contributions to the performance. For
instance, the BLEU score is increased by 10.3%, 15.3%, 22.6% for
MHRED+TK, MHRED+TK+EK and MHRED+TK+RL respectively
as compared to MHRED. Specifically, the taxonomy-based visual
semantic model captures the structured knowledge such as the
different relationships between product categories and attributes. It
thus learns more informative representations for fashion products.
For instance, our method manages to understand that the first shoe
in Figure 7 is a formal shoe. Similarly, the memory network com-
ponent stores extracted multimodal knowledge such as style tips.
Therefore, the agent can generate responses not only based on the
conversation context but also the external knowledge. Such exter-
nal knowledge helps to boost the performance and also increase the
unigram diversity of generated responses which is demonstrated by
the third example in Figure 7. It is clearly evidenced that the further
incorporation of the RL component produces the highest increase
in the BLEU score. Such result is as expected since it fine-tunes the
MHRED backbone network and directly optimize the BLEU score
as rewards.

For image response generation, the three components also help
to boost the performance as shown in Table 5. Instead of directly us-
ing the image features obtained from the FC6 layer of a VGGNet-16,
MHRED+TK applies the features extracted via the taxonomy-based

Table 5: Performance of ablation study of the KMD frame-
work on image response (RQ2 & RQ3).

Method R@1 R@2 R@3

MHRED 0.7980 0.8859 0.9345
MHRED+TK 0.8281 0.9141 0.9532
MHRED+TK+EK 0.8478 0.8889 0.8947
MHRED+TK+RL 0.8823 0.9387 0.9473
KMD 0.9198 0.9552 0.9755

visual semantic model – the EITree model, in which more informa-
tive representations of fashion products are learned. Therefore, we
observe a performance increase over the MHRED backbone method.
In MHRED+TK+EK, similar to the text response generation, the
external multimodal knowledge helps to introduce relevant infor-
mation which is not available in the conversation context. Thus,
it enables the agent to answer some questions that pure seq2seq
models fail to answer, such as recommending matching items. For
the RL component, it fine-tunes the MHRED backbone network
and optimizes the similarity based rewards. A baseline method is
leveraged to decrease learning variance. With such proper training,
it also helps to generate better answers.

5 SUMMARY
In this paper, we proposed a general knowledge-aware multimodal
dialoguemodel named KMD. It was constructed around a taxonomy-
based visual semantic learning model and introduced an attention
mechanism to adaptively attend to the multimodal knowledge ex-
tracted and stored in memory network. To avoid the inconsistent
dialogues and error accumulation problems, a deep reinforcement
learning method was adapted to optimize multimodal dialogues in
an end-to-end fashion. The proposed KMD model can be applied
to domains like retails, travel, and entertainment etc. We evaluated
it on the fashion dialogue application. Experimental results demon-
strated the effectiveness of the proposed framework in integrating
domain knowledge into the systems, leading to better performance
as compared to the state-of-the-art approaches.

We built a demo for this work as in [21]. It is worth noting that
current end-to-end models are still far from perfect. In order to
build intelligent multimodal agents, the road ahead of us is still
long. Nevertheless, we would nudge towards the goal gradually.
There are several possible research directions that would be rather
helpful. (1) In order to elevate user satisfaction, personalizing the
conversation agent might be a good option, because each person
has his/her own personality and preferences [16] which largely
affect the responses he/she expects to get. (2) Due to the difficulties
in collecting dialogue data in certain domains, to harvest knowledge
in a specific domain and transfer to other domains would be useful.
(3) In real life scenario, multimodal conversations might contain
both task-oriented and non-task-oriented dialogues. It might also
be natural to handle such dialogues simultaneously.
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